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Cesky rozhlas

Priloha €. 6 - Pravidla pro externi dodavatele
Ceského rozhlasu pro vyuzivani umélé inteligence

Cl. 1 Predmét a diivod Upravy

Pfedmétem téchto pravidel pro vyuziti umélé inteligence (déale jen jako ,Al“) je stanoveni
povinnosti a zasad pouziti Al, které vyuziti Al v CRo ma a které jsou externi dodavatelé povinni
dodrzet a brat v uvahu. Tato pravidla dale definuji mozZna rizika, ktera pouziti Al pfedstavuje, a
ktera musi brat externi dodavatelé v Gvahu.

CRo si je védom toho, Ze Al umoZiiuje poskytovat vefejnosti vice sluZeb a profesionaliim CRo
pracovat efektivnéji, ale rovnéz si je védom i toho, Ze Al pfedstavuje i nezanedbatelna rizika, ktera
nelze s ohledem na specifické postaveni CRo jako média vefejné sluzby podceriovat.

V souladu se zavazkem CRo nabizet posluchaédm sluzby v maximalni mozné kvalité a

s védomim hodnot, na kterych je ginnost CRo postavena, povazuje proto CRo za nezbytné
stanovit pravidla pro vyuziti Al na ¢innosti externich dodavatel(, ktefi se podili na poskytovani
verejné sluzby s CRo.

Vyklad téchto pravidel a samotné vyuZiti Al v praxi je nutno ¢init zplsobem, ktery minimalizuje
rizika pouzivani Al a bude v souladu s hlavnimi zasadami jejiho vyuziti dle téchto pravidel.

Al délime na dvé skupiny:
a) analytickou (oznaCovana téz negenerativni) Al
b) generativni Al.

Zapojeni nastroj analytické Al pFi dodrzeni v8ech dosud platnych zasad prace v CRo
nepredstavuje pro &innost CRo vyznamné riziko. Kreativni potencial algoritmti a povaha
tréninkovych dat generativni Al ale vyznamna rizika pfinaseji a jsou popsany dale. S ohledem na
provazanost a soubézné vyuziti obou typu Al v jednotlivych nastrojich se rizika a zasady pro
vyuziti Al vztahuji na oba typy Al, pfedevSim v8ak na generativni Al.

Cl. 2 Vyklad pojmu

Umélou inteligenci (Al) se rozumi pocCitatova technologie zaloZena na struktufe tzv. umélych
neuronovych siti, kterd analyzuje a klasifikuje existujici data, vyhledava v nich objekty nebo vzory.
Muze slouzit pro automatizaci procest a vytvareni novych dat. Algoritmy umélé inteligence nejsou
naprogramované do posledniho detailu jako bé&Zné pocitatové programy, ale uci se z
tréninkovych dat (zpravidla se jedna o data z internetu).

Analyticka (negenerativni) Al slouzi k rozpoznavani skrytych vzord, k analyze obrazku
(napfiklad vyhledani obrazku, na kterych je kocka), rozpoznavani textd v obrazcich, k pfevodu
textu do mluveného slova a naopak, k indexaci a doporu¢ovani souvisejiciho obsahu podle
definovanych algoritmu.

Generativni Al umoZriuje vytvaret novy obsah (napf. texty, obrazky, zvuk, hudbu, videa nebo
pocitaCové kédy), a to na zakladé pozadavku jednotlivych uzivateld. Tyto pozadavky lidé zadavaji
umeélé inteligenci vétSinou prostfednictvim tzv. textovych promptd (pfikazd ¢i pokynl). Prompty by
mély byt formulovany co nejpfesnéji, aby byly vysledky co nejlep3i. Generativni Al funguje na
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principu pravdépodobnosti, nebot se snazi predpovédét, jaky prvek (napf. slovo) se bude

s nejvétsi pravdépodobnosti vyskytovat v blizkosti pfedchoziho prvku na zakladé analyzy
tréninkovych dat. Kromé generovani textl, grafiky ¢i hudby dokaze uméla inteligence také
provadét analyzu generovaného obsahu nebo kombinovat kreativni praci s texty a obrazky apod. |
kdyz funguje na zakladé slozitych umélych neuronovych siti a matematickych algoritmu, pfesto
muZze vytvaret chybné nebo zkreslené vystupy (tzv. halucinovat).

Cl. 3 Hlavni zasady pouziti Al

Externi dodavatelé jsou povinni znat obchodni podminky konkrétniho uzitého nastroje Al a tyto
podminky dodrZovat.

Externi dodavatelé se zavazuiji v oblasti umélé inteligence postupovat v souladu s nafizenim
Evropského parlamentu a Rady (EU) 2024/1689 o umélé inteligenci (dale jen ,nafizeni o Al*) a
dodrzovat veskeré postupy a povinnosti, které jim nafizeni o Al stanovi, at uz jsou

v dodavatelském fetézci dle nafizeni o Al v jakémkoli postaveni. Externi dodavatelé jsou povinni
spravné klasifikovat dodavany systém Al v souladu s nafizenim o Al a poskytnout CRo informace
k zhodnoceni této klasifikace. Externi dodavatelé jsou povinni poskytnout dokumentaci (v¢.
technické dokumentace a navodu k pouziti) a informace o fungovani (v€. tlohy systému Al

v rozhodovacim procesu) procesu trénovani dodavaného systému Al a obsahu pro trénovani
systému Al.

Z&dna zodpovédnost nem(ize byt z principu pfenesena na Al. Zakladni odpov&dnost za vyuziti
nastroje Al nese externi dodavatel.

CRo pii vyuziti Al dba na dodrzeni nasledujicich zasad:

— Transparentnost — Tato zasada je dllezita pro budovani duvéry mezi CRo, posluchaci a
uzivateli sluzeb CRo. Externi dodavatel je povinen transparentné informovat CRo vzdy o
tom, Ze konkrétni vystupy byly vytvofeny za pomoci nastroju generativni Al, a to zejména
pokud jsou pouzity k vytvoreni obsahu, ktery je prezentovan jako autorsky. Exterm’
dodavatel je povinen pfedem informovat CRo vzdy o tom, Ze k pInéni bude pouZit nastroj
generativni Al, o jaky konkrétni nastroj generativni Al se jedna a jakym pfesné zplsobem
bude uzivan. Externi dodavatel je povinen zajistit, aby synteticky obsah vytvoreny jim
dodanym Al systémem byl vzdy oznacen ve strojové Citelném formatu a zjistitelny jako
uméle vytvoreny, pfipadné uméle manipulovany. U systému Al pfimo interagujici
s fyzickymi osobami je povinen systémy Al upravit tak, aby dotéené fyzické osoby byly
vZzdy vyrozumény o tom, Ze komunikuji se systémem Al.

— Osobni odpovédnost — Pokud externi dodavatel pouZije pfi své praci nastroje Al, je za
vysledky prace zodpovédny stejné jako v pfipadé vyuziti jinych technologickych prostfedku
i bez jejich pouziti. Sou€asné si externi dodavatel musi byt védom zakladnich podminek
fungovani Al a rizik spojenych s pouZzitim nastroje umélé inteligence alespon v rozsahu
téchto pravidel. Externi dodavatelé musi vzdy ovéfovat a provadét kontrolu kvality vystupu
generovanych Al.

— Spoleéenska odpovédnost pfi vyuziti Al — V CRo plati i pfi pouZivani nastroji Al zasada
vzdy jednat v nejlep$im zajmu vefejnosti. CRo a prostfednictvim néj i jeho externi
dodavatelé musi zkoumat, jak tyto nastroje vyuZzit pro posileni vefejné sluzby, zaroveri ma
povinnost vyuzivat Al tak, aby uziti bylo ve shodé se zakladnimi etickymi hodnotami a
lidskymi pravy a byla minimalizovana rizika, ktera s pouzitim Al souviseji. | pfi pouziti Al
nese konec¢nou odpovédnost za veskery obsah a sluzby, které posluchac¢im a uzivatelim
poskytuje CRo, ktery vyzaduje plnéni t&chto povinnosti od svych externich dodavateld.

— Informovanost a sdileni zkuSenosti z vyuziti Al — Externi dodavatelé jsou povinni byt
dobfe informovani o pouzivani nastroju Al pfed jejich uzivanim, o obchodnich podminkach
a rizicich, ktera konkrétni nastroj pfedstavuje a jsou povinni poudit o rizicich a zdsadach
v téchto pravidlech uvedenych svoje zaméstnance a subdodavatele. Externi dodavatelé
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jsou povinni zajistit, aby jejich zamé&stnanci vyvijejici &i uzZivajici Al systém byli v oblasti
vyuziti Al fadné proskoleni. Dale jsou povinni transparentné a pfesné informovat CRo o
fungovani takovych systémi( a poskytnout veskerou potfebnou dokumentaci

k dodavanému systému Al.

- Ucta k lidské praci — Vzdy je tfeba upfednostfiovat talent a ocefiovat autentické lidské
vypravéni moderatord, respondenttl a tviirct pred vystupy Al. Zadna technologie nemiize
pIné nahradit lidskou kreativitu a lidskou praci. Externi dodavatelé jsou povinni pfi
pouzivani Al vzdy brat ohled na prava tvarcu a drziteld prav. Pro tvorbu autorskych dél v
Ceském rozhlase upfednostiiujeme spolupraci s autory na Gkor obsahu generovaného
umélou inteligenci, at’ jiz pro ad hoc pfilezitost nebo tvofeného systémoveé.

— Bezpeénost — Modely Al mohou pracovat s osobnimi Udaji, proto je nutné dbat zejména
na ochranu soukromi a dodrzovani pfislusnych zakond, zejména nafizeni Evropského
parlamentu a Rady (EU) 2016/679 o ochrané osobnich udaji. Do nastrojli Al, které slouzi
k dalSimu trénovani Al a maji do nich pfistup tfeti strany, se nesmi vkladat citliva, tajna
nebo obchodni data CRo apod. V&echny informace, které se sdileji v nastrojich Al, musi
byt povazovany za vefejné. Tyto povinnosti musi dodrzovat i externi dodavatelé. Osobni
udaje, jichz je CRo spravcem a dodavatel je zpracovatelem &i osobni Udaje, ke kterym
v ramci pInéni dodavatel ziska jinak pfistup, nesmi dodavatel poskytnout k trénovani umélé
inteligence.

— Obecny soulad s pravidly a hodnotami CRo — Externi dodavatelé jsou povinni vyuZivat
Al tak, aby uziti bylo ve shodé se v&emi pravidly uplatiiovanymi v CRo a hodnotami a
zasadami CRo jako média vefejné sluzby, zejména Kodexem Ceského rozhlasu a dal$imi
predpisy. Na obsah vytvofeny Al se pouziji stejna pravidla jako na veskery jiny obsah
vytvareny v CRo.

Autenticita a divéryhodnost — Je nutné dbat na to, aby uziti umélé inteligence nevedlo k
podkopavani diivéryhodnosti Ceského rozhlasu a autenticity jeho obsahu. UzZiti umélé
inteligence muze usetfit financni naklady spojené s vyrobou obsahu, nadmérné &i
neuvazené uziti umélé inteligence vSak mlze mit za nasledek snizeni dlvéryhodnosti v
ocCich verfejnosti. Je nezbytné vzdy dobfe zvazit, zda benefity z uziti umeélé inteligence
pfevazuji nad riziky s tim spojenymi, zda je takové uziti vhodné a neni v hrubém nepoméru
k naplhovanim vefejné sluzby. Tyto zasady plati i pro externi dodavatele.

Cl. 4 Hlavni rizika spojena s vyuzitim generativni Al a souvisejici opatieni

Vycet rizik, ktera souviseji s vyuzitim generativni Al, neni vyCerpavajici, nebot’ s ohledem na

samotnou podstatu a rychly vyvoj generativni Al nelze vSechna do detailu popsat a predvidat. Externi
dodavatelé si musi byt téchto rizik védomi a zavazuji se vénovat usili jejich minimalizaci a pfedchazeni
jim, i za pomoci transparentni komunikace, fadné informovanosti viéi vefejnosti a CRo.

1. Eticka rizika

Eticka rizika souvisejici s vyuzitim generativni Al zahrnuji zejména:

a) Riziko zkresleni a zaujatosti z divodu algoritmickych pfedsudkd modell generativni Al.

b) Predsudky, které typicky vedou k diskriminaci urcitych osob nebo skupin osob, se mohou v

inteligentnim modelu projevit bud z divodu samotného designu tohoto modelu, ktery odrazi
urcité chapani svéta samotnym vyvojovym pracovnikem (pfitom se muze jednat o nevédomy
predsudek), nebo z divodu zakotveni a nasledné automatické identifikace pfedsudkl z
tréninkovych dat jako vzorc chovani do budoucna.

Casta netransparentnost ve vyuZiti tréninkovych dat, ktera v kombinaci s jejich masovym

pouzivanim mize vést k negativnim dusledkdm pro spole¢nost. U inteligentnich systémi

nelze zarudit jejich nezavislost a nezaujatost, proto nelze jejich zavéry napf. povaZzovat za
spravedlivé. Modely mohou také produkovat nekvalitni nebo nepfesné vystupy.
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2. Rizika poruseni prav dusevniho vlastnictvi, neopravnéné vyuzivani dat

a)

b)

c)

d)

Rizika pfi vyuzivani nastrojll generativni Al z pohledu prav dusevniho vlastnictvi Ize rozdélit do
dvou hlavnich kategorii:

— Riziko poruseni autorskych prav: Generativni Al Ize pouzit k vytvoreni obsahu, ktery je

podobny stavajicim autorskym dilim, rovnéz obsah s kterym Al pfi vytvareni vystupl
pracuje, muze byt nejasny. To mize vést k poruseni autorskych prav, a je potfeba proto
vzdy peclivé individualné posuzovat podminky uziti generativni Al i z hlediska vloZzeného
obsahu a podminky uziti vystupl a autorstvi vystupu.

— Riziko poruseni jinych prav dusevniho vlastnictvi: Generativni Al Ize také pouzit k
vytvofeni obsahu, ktery obsahuje prvky, které jsou chranény jinymi pravy dusevniho
vlastnictvi, napfiklad ochrannymi znamkami, pramyslovymi vzory nebo patenty. To mlize
vést k poruSeni téchto prav, a je potfeba proto vzdy pedlivé individualné posuzovat
podminky uziti generativni Al i z hlediska vloZzeného obsahu a podminky uZiti vystupu.

Generativni Al je v sou¢asné dobé pfedmétem mnoha spor( v oblasti zneuZiti prav dusevniho
vlastnictvi, a to kvuli uziti dél chranénych autorskym pravem bez fadného svoleni autor(i. Tato
skuteénost mize znamenat riziko budoucich soudnich spord z diivodd uziti chranénych dél ve
vystupech vytvorenych témito technologiemi.

Stavajici autorské pravo neposkytuje pravni jistotu ohledné autorstvi k vystupdm generativni
Al. Autorem mUze byt v souladu s nasim pravnim fadem pouze fyzicka osoba. Je tfeba vzit na
védomi, Ze vdechny vystupy generativni Al nejsou chranény autorskym pravem. Vyvstava
tedy otazka, kdy mlze byt systém Al povazovan za pouhy nastroj k vytvoreni dila a kdo je

v takovém pfipadé autorem dle svého jedineéného tvaréiho vkladu do vystupu generativni Al,
nebo kdy na konkrétnim vystupu generativni Al neni dostate¢ny jedine¢ny tvuréi vklad ani
uzivatele Al ani tvliirce Al a vystup generativni Al neni autorskym dilem. Toto je nutné vzdy
individualné posoudit.

| vzhledem k dosud vyvijejici se pravni Upravé uziti generativni Al a jejich vystupu a pravni
nejistoté ohledné autorstvi vystupl generativni Al musi externi dodavatelé pouzivat nastroje
Al zpusobem, ktery minimalizuje rizika v oblasti poruseni autorskych prav a jinych prav
dusevniho vlastnictvi.

Externi dodavatelé se zaruCuiji, Zze pfi vyvoji a trénovani dodavanych Al systému a modell
neporusili/nebyla porusena autorska prava, prava souvisejici s pravem autorskym, prava
primyslového vlastnictvi &i jina prava duSevniho vlastnictvi tfetich osob.

3. Rizika v oblasti ochrany osobnich udajt

a)

b)

Rizika v oblasti ochrany osobnich udajd pfi vyuzivani nastroji generativni Al Ize rozdélit do
dvou hlavnich kategorii:

- Riziko uniku osobnich udaji ze strany CRo resp. ze strany externich dodavatel(:
Toto riziko Uzce souvisi s rizikem v oblasti informaéni bezpec€nosti a nastupuje v okamziku,
kdy prostfednictvim nastrojii Al sdilime informace (zejm. prostfednictvim promptt)
obsahujici osobni Gdaje, které se timto zplisobem mohou dostat do nepovolanych rukou.

— Riziko porusovani pravidel ochrany osobnich udaji ze strany poskytovatelt
nastroju Al: Toto riziko souvisi s vyuzivanim tréninkovych dat, které obsahuji osobni
Udaje, k Eemuz pfislusné fyzické osoby nemusely dat souhlas. Nastroje generativni Al byly
a stale jsou pfedmétem Setfeni lokalnich dozorovych ufadu, nebot ohledné rezimu
zajisténi dostatec¢né ochrany osobnich Udaji panuji pochybnosti.

Vyvoj a zejména testovani a vylepsovani algoritmu umélé inteligence vyzaduje, aby mél jeji
vyvojovy pracovnik k dispozici dostate€né mnozstvi testovacich dat. Pokud testovaci data
zahrnuji osobni Uudaje, musi je vyvojovym pracovnikem nejen shromazdit, ale zaroveri i v
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souladu s platnymi pravnimi pfedpisy odGvodnit jejich zpracovani pro Gcely vyvoje algoritmu
umelé inteligence. Zaroven je nutné dostat v8em dalSim povinnostem v oblasti ochrany
osobnich udaju, coz v soucasné dobé je pro nékteré spolecnosti vyvijejici nastroje umélé
inteligence problém.

Externi dodavatelé musi pouzivat, vyvijet a trénovat nastroje Al zplsobem, ktery respektuje
soukromi tfetich osob, platné pravni predpisy a povinnosti Ceského rozhlasu jako spravce
osobnich Gdaju, ktery je zodpovédny za jejich ochranu. Osobni Gdaje, jichZ je CRo spravcem
a dodavatel je zpracovatelem, nesmi dodavatel poskytnout &i uzit k trénovani umélé
inteligence.

Redakéni rizika

a)

b)

d)

e)

f)

Hlavni redakéni rizika v médiich vefejné sluzby pfi pouziti nastroju Al Ize rozdélit do
nasledujicich kategorii:

— Riziko zkresleni a zaujatosti: Generativni Al je trénovana na datech, ktera mohou
obsahovat pfedsudky a stereotypy. Pokud nejsou tato data peclivé vybrana a vycisténa,
muze to vést k tomu, Ze generované vystupy budou také obsahovat tyto pfedsudky. To
muze mit negativni dopad na divéryhodnost a objektivitu média verejné sluzby, pokud by
vystup nebyl podroben fadné kontrole.

Uméla inteligence mize vyrazné urychlit a zefektivnit procesy probihajici pfi redakéni Cinnosti.
Uplathuje se pfi pfepisovani, shrnuti delSiho textu a klasifikaci obsahu. Je tfeba si vSak
neustale uvédomovat, Ze se jedna jen o pracovni nastroje, které pouzivaji lidé s urcitou
odbornosti a jsou za vystupy Al zodpovédni, jako by vystup vytvofili sami.

Nejvétsi riziko, které v redakeéni oblasti s vyuzitim Al souvisi, spo€iva v tom, ze Al produkuje
chybné ¢i zavadéjici informace, které je s ohledem na nedostatky v oblasti uvadéni zdroju
obtizné odhalit. Zdroj informace také ¢asto neni vibec nikde uveden, protoze se pfi procesu
Al neda presné detekovat.

U chatbotll zaloZzenych na Al existuje tendence k tzv. halucinacim, kdy vysledky, které jsou
prezentovany jako pravdivé, jsou zcela vymyslené nebo vécné nespravné. To je zpusobeno
procesem ucéeni generativni Al: modely rozuméji jazyku, ale nerozuméji tomu, co se v ném
skryva. Vystupy Al mohou také trpét nepfesnostmi a zaujatostmi: od kulturnich a
geografickych slepych mist kvuli tréninkovym datovym souborim, které jsou vétSinou
severoamerické, az po historické zkresleni, ale mohou trpét i politickou zaujatosti,
demografickou zaujatosti, sexismem, rasismem apod. V pfipadé interakce systému Al s
fyzickymi osobami musi byt fyzické osoby vyrozuméni, ze komunikuji se systémem Al.

Uziti nastroji generativni Al v Zurnalistice s sebou nese jesté dalSi specifické etické otazky
tykajici se duvéryhodnosti zpravodajskych pfispévkl doprovazenych ilustracemi vytvofenymi
pomoci Al a vlivu Al na kvalitu novinarskych vystup(.

Externi dodavatelé musi pouzivat nastroje Al zplsobem, ktery minimalizuje rizika zaujatosti a
zkresleni, nepfenasi na Al zodpovédnost za publikovany obsah a nepodryva davéryhodnost
CRo. Déle jsou povinni vyvijet systémy Al tak, aby v pfipadé syntetického obsahu byly
vystupy oznaceny ve strojové Citelném formatu a zjistitelné jako uméle vytvofené nebo uméle
manipulované. V pfipadé chatbotd, musi byt dotené fyzické osoby vyrozumény o tom, ze
komunikuji se systémem Al,

Riziko informacni a kybernetické bezpec€nosti

a)

Hlavni rizika spojena s uzivanim nastroji Al z pohledu informacéni bezpecénosti Ize rozdélit do
nasledujicich kategorii:

— Riziko kybernetickych utoku: Nastroje Al mohou byt cilem kybernetickych utokd, které
mohou vést k Uniku dat, poSkozeni systému nebo dokonce k zastaveni provozu.



b)

c)

d)

f)
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— Riziko bezpeénostni zranitelnosti: Nastroje Al mohou obsahovat bezpe&nostni diry,
které mohou byt zneuzity k atokdm.

Generativni Al vyuziva poskytnuta data uzivatell k tréninku a ziskavani novych zkusenosti,
coz s sebou nese znacna rizika v oblasti informacéni bezpec€nosti. Interni informace, které
napf. chatbot vyuziva ke svému tréninku, mohou byt zpfistupnény skrze dobfe mifené
prompty i dalSim uzivatelim.

Stejné jako kazdy jiny software, muze i Al obsahovat bezpeénostni chyby, které maji potencial
byt zneuzity k uniku dat nebo neopravnénému pfistupu k zaznamdm konverzaci, uzivatelskym
informacim nebo jinym citlivym adajdm, coz mlze v koneéném dusledku vést ke kradezi
identity, zneuziti dat &i ohrozeni soukromi.

Kyberneticka rizika se mohou objevit i v pfipadé, ze bude generativni Al vyuzita pro tvorbu
zdrojového kédu k programiim/aplikacim pouzitého v intranetu CRo, eventualné s presahem
do internetu (webové servery a sluzby). | v takovém pfipadé nese za spolehlivost a
bezpelnost kddu odpovédnost pracovnik, resp. oddéleni, které jej s pouzitim generativni Al
vytvofilo, a to v souladu s principem odpovédnosti dle téchto pravidel.

Z pohledu kybernetické bezpecnosti jsou proto externi dodavatelé povinni zabezpecovat své
ucty na nastrojich Al pomoci unikatnich silnych hesel, dvoufaktorového ovérovani a
pravidelné je aktualizovat o bezpecnostni zaplaty.

Externi dodavatelé se zaruCuji, Zze dodavany Al systém splfiuje nalezitou uroven presnosti,
spolehlivosti a kybernetické bezpecnosti s ohledem na ucel jeho uziti.

Celospolecenska rizika

a)

b)

c)

d)

Hlavni celospolecenska rizika spojena s uzivanim nastroju Al Ize rozdélit do nasledujicich
kategorii:

— Riziko ztraty pracovnich mist: Al muze byt pouzita k automatizaci tloh, které jsou v
soucasné dobé vykonavany lidmi. To mize vést k ztraté pracovnich mist a k socialni
nestabilité.

— Riziko nerovnosti: Al mGze byt pouzita k posileni existujicich nerovnosti, napfiklad mezi
bohatymi a chudymi, nebo mezi lidmi s rGznym vzdélanim nebo socialnim postavenim.

— Riziko ztraty kontroly: Al muze byt pouzita k tomu, aby lidé byli fizeni nebo ovladani bez
jejich védomi. To muze vést k ztraté svobody a demokracie.

— Riziko zavislosti na Al: Generativni Al m{ze byt velmi uzite€nym nastrojem, ale muze
také vést k zavislosti na ném. To mdze byt problematické, protoze Al muze byt chybna
nebo muze byt pouzita k vytvofeni obsahu, ktery je Skodlivy nebo nebezpecny.

Nastroje Al se hodi k automatizaci konkrétnich ukolud, rozhodnuti nebo pracovnich postupl
provadénych jednotlivymi fyzickymi osobami, coZ pravdépodobné v budoucnu ovlivni
dostupnost a povahu pracovnich mist a zpusob, jakym je vnimana lidska prace v oblasti médii
i mimo né.

S ohledem na povahu generativni Al, ktera ma potencial vyznamné zefektivnit lidskou praci, je
nutné vnimat i dalSi celospolecenska rizika, ktera s jejim vyuzitim souviseji. Generativni Al
snizuje naklady pro generovani obsahu a produkci zprav, coz umoznuje vstup novych
poskytovatelt obsahu na trh. Tito novi konkurenti vS8ak mohou mit diametralné odliSné cile a
uroven vnimani etiky.

CRo by mél pouzivat umélou inteligenci zptisobem, ktery je prosp&$ny spoleénosti a ktery
pomaha fesit celospoleCenska rizika. Mél by poskytovat informace o rizicich spojenych
s nastroji Al, podporovat vyzkum a vyvoj bezpe€nych nastroju a spolupracovat s dalSimi
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organizacemi, které se zabyvaji snizenim celospoleCenskych rizik. Tyto principy jsou zavazne
i pro externi dodavatele CRo.
7. Rizika tykajici se déti — zvlastni ohled na déti
a) Pfigenerovani obsahu uréeného détem jsme povinni brat ohled na to, ze tyto skupiny
obyvatel jsou zvlasté zranitelné z dGvodu jejich véku, ¢imz jsou vice nachylné k manipulacim

a dochazi u nich snaze ke zkresleni skute¢nosti a vyvolani zmatenych pfedstav.

b) Cesky rozhlas by mél pouzivat umélou inteligenci zpusobem, ktery je bezpecny a ktery chrani
déti. Tyto principy jsou zavazné i pro externi dodavatele CRo.

Cl. 5 Zakazané postupy v oblasti Al
V souladu s nafizenim o Al jsou v CRo zakazané nasledujici systémy umélé inteligence:
a) systémy Al, které pouzivaji podprahové techniky a manipuluji s chovanim osob;

b) systémy Al, které zneuzivaji zranitelnosti osob (vék, zdravotni stav, ekonomicka situace)
k manipulaci;

c) systémy Al socialniho bodovani, hodnotici socialni chovani osob, které vedou k
nepfiméfenému zachazeni nebo diskriminaci;

d) systémy predikujici riziko spachani trestného ¢inu na zakladé osobnostnich znakl bez
objektivnich dikazu;

e) systémy Al, které vytvareji nebo rozsituji databaze rozpoznavani obliCeje prostfednictvim
necileného ziskavani zobrazeni obli¢eje z internetu nebo kamerovych zaznamd;

f) systémy, které hodnoti emoce osob na pracovistich a ve 8kolach, s vyjimkou lékaFfskych nebo
bezpecénostnich divod(;

g) systémy biometrické kategorizace, které kategorizuji osoby na zakladé citlivych biometrickych
udaju (napf. rasa, nabozenstvi, politické nazory) za ucelem predikce jejich chovani;

h) systémy biometrické identifikace na dalku v realném Case ve vefejné pfistupnych prostorech
pro ucely vymahani prava, bez nezbytnych zaruk a podminek.

Externi dodavatelé se zavazuji tento zédkaz dodrZovat.



